# Yet another introduction to backpropagation 

Herman Kamper<br>kamperh@gmail.com

Published: 2017-11-14 Updated: 2022-06-13

## 1. Introduction

This is my attempt at a concise introduction to backpropagation. There are also a number of other, very good introductory texts (references given at the end). One resource I would recommend going through before reading this document, is the CS231n backpropagation notes [1].

## 2. The chain rule

Backpropagation is essentially the chain rule applied in a particular order. Here I first review the chain rule in its different forms.

Suppose we have variable $y=f(x)$ (i.e. variable $y$ depends on variable $x$ ), and variable $x=g(t)$ (i.e. $x$ in turn depends on $t$ ). Then the chain rule for functions of a single variable states [2, p. 967]:

$$
\frac{d y}{d t}=\frac{d y}{d x} \frac{d x}{d t}
$$

If we have a variable $z=f(x, y)$ that depends on multiple variables ( $x$ and $y$ in this case), and variables $x=g(s, t)$ and $y=h(s, t)$ themselves depend on multiple other variables ( $s$ and $t$ ), then we can calculate partial derivatives using this version of the chain rule [2, p. 969]:

$$
\begin{equation*}
\frac{\partial z}{\partial s}=\frac{\partial z}{\partial x} \frac{\partial x}{\partial s}+\frac{\partial z}{\partial y} \frac{\partial y}{\partial s} \tag{1}
\end{equation*}
$$

and similarly for $\frac{\partial z}{\partial t}$.
More generally, if we have a scalar variable $y=f(\mathbf{u})$ that depends on a vector $\mathbf{u} \in \mathbb{R}^{M}$, and that vector is itself computed as $\mathbf{u}=\boldsymbol{g}(\mathbf{x})$ from another vector $\mathbf{x}$, then the general version of the chain rule states $[2$, p. 970]; [3, §4]:

$$
\begin{equation*}
\frac{\partial y}{\partial x_{i}}=\sum_{j=1}^{M} \frac{\partial y}{\partial u_{j}} \frac{\partial u_{j}}{\partial x_{i}} \tag{2}
\end{equation*}
$$

All these identities are also given on Wikipedia [4] (you might just need to scroll around a bit).

## 3. Backpropagation (using an example)

### 3.1. An example function and computational graph

Suppose we have the function

$$
\begin{equation*}
f(x, y)=\frac{x+\sigma(y)}{x^{2}+y} \tag{3}
\end{equation*}
$$

where $\sigma(\cdot)$ is the sigmoid function. This function is used only for illustration and is pretty useless otherwise.

A computational graph breaking this function into simple operations (for which we know the derivatives) is shown in Figure 1. This is similar to the graphs described in [5]. Given we perturb the input $x$ by a little, this will cause a change in $c$, which would cause a change in $d$, and so forth, until it causes a change in the final output $f$. We want to know how the change in $x$ affects the output $f$, and similarly for $y$. Given such a graph, our aim (for this particular example) is therefore to find $\frac{\partial f}{\partial x}$ and $\frac{\partial f}{\partial y}$, and to do so using a generic algorithm with steps that we can follow.


Figure 1: The computational graph for the function $f(x, y)=\frac{x+\sigma(y)}{x^{2}+y}$.


Figure 2: A generic operation within a larger computational graph. The output of the entire computational graph is assumed to be $f$. Backpropagation of variable $w$ through the operation to input variables $u$ and $v$ are shown in blue.

### 3.2. The backpropagation algorithm

We will use the backpropagation algorithm, which has the following steps:

- Forward pass. Start at the inputs and proceed towards the output, calculating the output value of each of the intermediate operations in the graph. In Figure 1, the operations are indicated as blocks. Store these values for use in the backward pass.
- Backward pass. Start at the output of the computational graph and move backwards. For each operation you encounter, do the following:
- Determine and calculate the derivative of the output variable with respect to each of the inputs to that operation. For the operation in the graph fragment shown in Figure 2, we would calculate $\frac{\partial w}{\partial u}$ and $\frac{\partial w}{\partial v}$. This is easy if our blocks are well-known operations for which we know the derivatives.
- For each input variable $u$, add $\frac{\partial f}{\partial w} \frac{\partial w}{\partial u}$ to an accumulator for that variable, where $w$ is the output of that operation and $f$ is the final output of the entire computational graph. The term $\frac{\partial f}{\partial w}$ would have been calculated earlier in the backward pass. For the variables $u$ and $v$ in the graph fragment of Figure 2, we would update the accumulators denoted as $\delta_{u}$ and $\delta_{v}$.
- After adding to an accumulator all the backpropped values coming from operations that has $u$ as input, that accumulator will contain as its final value $\delta_{u}=\frac{\partial f}{\partial u}$, which we can then use in subsequent backward steps for other variables. The reason why this works is described in Section 3.4.


### 3.3. Backpropagation applied to the example

Let us follow these steps for the example of (3), with the corresponding graph in Figure 1. We will write the code in Python.

Assume we start with $x=3$ and $y=-4$, and our goal is to calculate the gradients at this point. We will have the following code for the forward pass:

```
# Current values
x = 3
y = -4
# Forward pass
a = 1.0 / (1 + np.exp (-y)) # (1)
b = x + a # (2)
c = x**2 # (3)
d = y + c # (4)
e = 1.0 / d # (5)
f = b * e # (6)
```

Before we write the code for the backward pass, let us find expressions for some of the derivatives. Starting from the output of the final operation, we move backwards calculating derivatives and updating the accumulators for all the variables. We do this in the opposite order that we followed for the forward pass. So let us start with the final output: $f=b \cdot e$. Here $\frac{\partial f}{\partial b}=e$ and $\frac{\partial f}{\partial e}=b$. The values for these expressions are known, since we calculated them in the forward pass. They are now added to the accumulators for $b$ and $e$. Since $a$ and $b$ are not inputs for any other operations, no other terms are added and we have the final accumulator values $\delta_{b}=\frac{\partial f}{\partial b}=e$ and $\delta_{f}=\frac{\partial f}{\partial e}=b$, which we can now use in subsequent backward steps.

Next we "backprop" the operation $e=\frac{1}{d}$, then $d=y+c$, and so forth. Let us see how we backprop $b=x+a$. The derivatives of the output with respect to the inputs for this operation are $\frac{\partial b}{\partial x}=1$ and $\frac{\partial b}{\partial a}=1$. We update the accumulators: to $\delta_{x}$ we add $\frac{\partial f}{\partial b} \frac{\partial b}{\partial x}=\delta_{b} \frac{\partial b}{\partial x}=e \cdot 1$, and to $\delta_{a}$ we add $\frac{\partial f}{\partial b} \frac{\partial b}{\partial a}=\delta_{b} \frac{\partial b}{\partial a}=e \cdot 1$; from the previous backward steps and the forward pass, we have numeric values for all the required variables.

We continue in this way through all the operations. Using delta_d to denote the accumulator $\delta_{d}$ in the Python code, the code for the backward pass are as follows (note this is exactly in the reverse order from the forward pass):

```
# Backward pass
# Backprop f = b * e
delta_b = e # (6)
delta_e = b # (6)
# Backprop e = 1.0 / d
delta_d = delta_e * (-1.0 / (d**2)) # (5)
# Backprop d = y + c
delta_y = delta_d * 1 # (4)
delta_c = delta_d * 1 # (4)
# Backprop c = x**2
delta_x = delta_c * (2 * x) # (3)
# Backprop b = x + a
delta_x += delta_b * 1 # (2)
delta_a = delta_b * 1 # (2)
# Backprop a = 1.0 / (1 + np.exp(-y))
delta_y += delta_a * ((1 - a) * a) # (1)
```


### 3.4. Why does this work?

Speaking generally, for any variable $u$ in a graph, we are interested in $\delta_{u}=\frac{\partial f}{\partial u}$, since this tells us what the effect is on the final output of the computation $f$ when we perturb $u$. If we proceed from the output and move towards the input, calculating derivatives as we go, the backpropagation algorithm allows us to calculate $\delta_{u}=\frac{\partial f}{\partial u}$ (for all variables). If $u$ serves as input only for a single computational operation, say with output $v$, then we just use the simple form of the chain rule: $\delta_{u}=\frac{\partial f}{\partial u}=\frac{\partial f}{\partial v} \frac{\partial v}{\partial u}$. If $u$ forks out, serving as input for two operations (say with outputs $h$ and $g$ ), then we use the version of the chain rule given in (1), i.e.:

$$
\delta_{u}=\frac{\partial f}{\partial u}=\frac{\partial f}{\partial h} \frac{\partial h}{\partial u}+\frac{\partial f}{\partial g} \frac{\partial g}{\partial u}
$$

In our example above, both $x$ and $y$ forks in this way, which is why we add to their accumulators when we backprop $b$ and $a$ in the code for the backward pass (the lines marked with (2) and (1) in the code above). If a variable forks out to more than two operations, the backpropagation algorithm is really just using the general chain rule given in (2). The result of the backpropagation algorithm is that each $\delta_{u}$ contains $\frac{\partial f}{\partial u}$ (the derivative of the final output $f$ with respect to variable $u$ ), and we have these derivatives for all the variables in the computational graph.

One other useful property is that if you design a new computational block, it can be inserted easily into the backpropagation algorithm as long as you know two things: (i) how to calculate the output of the operation using its input variables (you need this for the forward pass, but this is trivial since it is just the definition of the computation); and (ii) how to calculate the derivatives of the output of the block with respect to all the inputs (for the backward pass). Before packages like Theano and TensorFlow came
along with automatic differentiation, some neural network packages like MatConvNet was structured in this way [6].

## 4. Feedforward neural network (using vectors)

### 4.1. Vector and matrix calculus

In Section 3 we only used scalar variables. It is relatively easy to generalize the backpropagation algorithm to vectors (or even matrices). But ultimately, vector and matrix operations can still be reduced to simple scalar operations. However, there is a benefit in vectorization: we can take advantage of efficient matrix algebra packages (like NumPy).

I start by giving the definitions and identities we will use. I use the denominator layout to do vector and matrix calculus $[7,8] .{ }^{1}$ The Wikipedia article $[7]$ also gives all the identities used here.

The derivative of a scalar function $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$ with respect to vector $\mathbf{x} \in \mathbb{R}^{N}$ is defined as

$$
\frac{\partial f(\mathbf{x})}{\partial \mathbf{x}} \triangleq\left[\begin{array}{c}
\frac{\partial f(\mathbf{x})}{\partial x_{1}}  \tag{4}\\
\frac{\partial f(\mathbf{x})}{\partial x_{2}} \\
\vdots \\
\frac{\partial f(\mathbf{x})}{\partial x_{N}}
\end{array}\right]
$$

The derivative of a vector function $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{M}$, where $\boldsymbol{f}(\mathrm{x})=$ $\left[\begin{array}{llll}f_{1}(\mathbf{x}) & f_{2}(\mathbf{x}) & \cdots & f_{M}(\mathbf{x})\end{array}\right]^{\mathrm{T}}$, with respect to vector $\mathbf{x} \in \mathbb{R}^{N}$, is

$$
\frac{\partial \boldsymbol{f}(\mathbf{x})}{\partial \mathbf{x}} \triangleq\left[\begin{array}{c}
\frac{\partial f(\mathbf{x})}{\partial x_{1}}  \tag{5}\\
\frac{\partial f(\mathbf{x})}{\partial x_{2}} \\
\vdots \\
\frac{\partial \boldsymbol{f}(\mathbf{x})}{\partial x_{N}}
\end{array}\right]=\left[\begin{array}{cccc}
\frac{\partial f_{1}(\mathbf{x})}{\partial x_{1}} & \frac{\partial f_{2}(\mathbf{x})}{\partial x_{1}} & \cdots & \frac{\partial f_{M}(\mathbf{x})}{\partial x_{1}} \\
\frac{\partial f_{1}(\mathbf{x})}{\partial x_{2}} & \frac{\partial f_{2}(\mathbf{x})}{\partial x_{2}} & \cdots & \frac{\partial f_{M}(\mathbf{x})}{\partial x_{2}} \\
\vdots & \vdots & \vdots & \vdots \\
\frac{\partial f_{1}(\mathbf{x})}{\partial x_{N}} & \frac{\partial f_{2}(\mathbf{x})}{\partial x_{N}} & \cdots & \frac{\partial f_{M}(\mathbf{x})}{\partial x_{N}}
\end{array}\right]
$$

The derivative of a scalar function $f: \mathbb{R}^{M \times N} \rightarrow \mathbb{R}$ with respect to matrix $\mathbf{X} \in \mathbb{R}^{M \times N}$ is

$$
\frac{\partial f(\mathbf{X})}{\partial \mathbf{X}} \triangleq\left[\begin{array}{cccc}
\frac{\partial f(\mathbf{X})}{\partial X_{1,1}} & \frac{\partial f(\mathbf{X})}{\partial X_{1,2}} & \cdots & \frac{\partial f(\mathbf{X})}{\partial X_{1, N}}  \tag{6}\\
\frac{\partial f(\mathbf{X})}{\partial X_{2,1}} & \frac{\partial f(\mathbf{X})}{\partial X_{2,2}} & \cdots & \frac{\partial f(\mathbf{X})}{\partial X_{2, N}} \\
\vdots & \vdots & \vdots & \vdots \\
\frac{\partial f(\mathbf{X})}{\partial X_{M, 1}} & \frac{\partial f(\mathbf{X})}{\partial X_{M, 2}} & \cdots & \frac{\partial f(\mathbf{X})}{\partial X_{M, N}}
\end{array}\right]
$$

Given these definitions, we can generalize the chain rule. Given $\mathbf{u}=\boldsymbol{h}(\mathbf{x})$ (i.e. $\mathbf{u}$ is a function of $\mathbf{x}$ ), the vector-by-vector chain rule states:

$$
\begin{equation*}
\frac{\partial \boldsymbol{g}(\mathbf{u})}{\partial \mathbf{x}}=\frac{\partial \mathbf{u}}{\partial \mathbf{x}} \frac{\partial \boldsymbol{g}(\mathbf{u})}{\partial \mathbf{u}} \tag{7}
\end{equation*}
$$

[^0]where $\boldsymbol{g}$ is a vector function. For the vectorized version of backpropagation, we will use this version of the chain rule.

### 4.2. Backpropagation for a feedforward neural network

Using the vectorized version of the approach of Section 3, let us derive the backpropagation equations for a feedforward neural network, and see if we obtain similar equations to the more traditional way of explaining neural networks, as e.g. in [9] and [10, §16.5.4].


Figure 3: The computational graph for a feedforward neural network. Here all the intermediate variables are vectors.

Figure 3 shows the computational graph for an $L$-layer feedforward neural network. We consider a single training example ( $\mathbf{x}, \mathbf{y}$ ) with input $\mathbf{x} \in \mathbb{R}^{K}$ and true output $\mathbf{y} \in \mathbb{R}^{D}$. The prediction from the network is $\hat{\mathbf{y}} \in \mathbb{R}^{D}$. Our aim is to find the derivatives of all the parameters with respect to the cost $J=\|\mathbf{y}-\hat{\mathbf{y}}\|^{2}$. If we have all these gradients, we will be able to optimise the network parameters using gradient descent.

The feedforward equations are as follows:

$$
\begin{align*}
& \mathbf{z}^{[1]}=\mathbf{W}^{[1]} \mathbf{x}+\mathbf{b}^{[1]}  \tag{8}\\
& \mathbf{a}^{[1]}=g\left(\mathbf{z}^{[1]}\right)  \tag{9}\\
& \cdots \\
& \mathbf{z}^{[l]}=\mathbf{W}^{[l]} \mathbf{a}^{[l-1]}+\mathbf{b}^{[l]}  \tag{10}\\
& \mathbf{a}^{[l]}=g\left(\mathbf{z}^{[l]}\right)  \tag{11}\\
& \cdots  \tag{12}\\
& \mathbf{z}^{[L]}=\mathbf{W}^{[L]} \mathbf{a}^{[L-1]}+\mathbf{b}^{[L]}  \tag{13}\\
& \mathbf{a}^{[L]}=g\left(\mathbf{z}^{[L]}\right)=\hat{\mathbf{y}}  \tag{14}\\
& J=\|\mathbf{y}-\hat{\mathbf{y}}\|^{2}=\left\|\mathbf{y}-\mathbf{a}^{[L]}\right\|^{2}
\end{align*}
$$

with $g(\cdot)$ the nonlinearity (e.g. sigmoid, tanh or ReLU) applied element-wise. As illustrated in Figure 3, the term hidden layer refers to the entire computation from the input (the output of the previous layer) to the output of that layer; the output $\mathbf{a}^{[l]}$ itself is normally called the activation of the layer.

For the backward pass, we just follow the steps from Section 3. Because there are no forks, each backpropogation step will give us the final accumulator values, so we do not really need to think of these in terms of accumulators (they immediately take on the values of the gradients). We start at the final operation, $\|\cdot\|^{2}$, and backprop to its input:

$$
\begin{equation*}
\delta_{\mathbf{a}^{[L]}}=\frac{\partial J}{\partial \mathbf{a}^{[L]}}=\frac{\partial}{\partial \mathbf{a}^{[L]}}\left\|\mathbf{y}-\mathbf{a}^{[L]}\right\|^{2}=\frac{\partial}{\partial \mathbf{a}^{[L]}}\left(\mathbf{y}-\mathbf{a}^{[L]}\right)^{\top}\left(\mathbf{y}-\mathbf{a}^{[L]}\right)=-2\left(\mathbf{y}-\mathbf{a}^{[L]}\right) \tag{15}
\end{equation*}
$$

where we use (7) together with the identity:

$$
\frac{\partial \mathbf{x}^{\top} \mathbf{x}}{\partial \mathbf{x}}=2 \mathbf{x}
$$

No we backprop $\mathbf{a}^{[L]}=g\left(\mathbf{z}^{[L]}\right)$ to the variable $\mathbf{z}^{[L]}$ :

$$
\begin{equation*}
\boldsymbol{\delta}_{\mathbf{z}^{[L]}}=\frac{\partial J}{\partial \mathbf{z}^{[L]}}=\frac{\partial \mathbf{a}^{[L]}}{\partial \mathbf{z}^{[L]}} \frac{\partial J}{\partial \mathbf{a}^{[L]}}=\frac{\partial \mathbf{a}^{[L]}}{\partial \mathbf{z}^{[L]}} \boldsymbol{\delta}_{\mathbf{a}^{[L]}} \tag{16}
\end{equation*}
$$

The last term on the right hand side we know, since we already calculated it in (15). The first term is:

$$
\begin{equation*}
\frac{\partial \mathbf{a}^{[L]}}{\partial \mathbf{z}^{[L]}}=\frac{\partial}{\partial \mathbf{z}^{[L]}} g\left(\mathbf{z}^{[L]}\right)=\operatorname{diag}\left(g^{\prime}\left(\mathbf{z}^{[L]}\right)\right) \tag{17}
\end{equation*}
$$

where $g^{\prime}\left(\mathbf{z}^{[L]}\right)$ is the element-wise derivative of the nonlinearity with respect to the input vector $\mathbf{z}^{[L]}$. The diagonalization is necessary from the definition in (6). We can just check that all the dimensions work out for the backpropogation step in (16). We know that $\boldsymbol{\delta}_{\mathbf{z}[L]}$ is a vector in $\mathbb{R}^{D}$ (since $\mathbf{z}^{[L]}$ has the same dimensionality as the predicted output $\hat{\mathbf{y}}$ ). The term in (17) will have dimensionality $\frac{\partial \mathbf{a}^{[L]}}{\partial \mathbf{z}^{[L]}} \in \mathbb{R}^{D \times D}$, and since $\boldsymbol{\delta}_{\mathbf{a}^{[L]}}=\frac{\partial J}{\partial \mathbf{a}^{[L]}} \in \mathbb{R}^{D}$, all the dimensions in (16) work out. Taking everything together, we have the following backpropogation step:

$$
\boldsymbol{\delta}_{\mathbf{z}^{[L]}}=\frac{\partial J}{\partial \mathbf{z}^{[L]}}=\operatorname{diag}\left(g^{\prime}\left(\mathbf{z}^{[L]}\right)\right) \boldsymbol{\delta}_{\mathbf{a}^{[L]}}=\boldsymbol{\delta}_{\mathbf{a}^{[L]}} \odot g^{\prime}\left(\mathbf{z}^{[L]}\right)
$$

where $\odot$ indicates element-wise multiplication.
Next we backprop $\mathbf{z}^{[L]}=\mathbf{W}^{[L]} \mathbf{a}^{[L-1]}+\mathbf{b}^{[L]}$ to the input variables $\mathbf{W}^{[L]} \in \mathbb{R}^{D \times D^{[L-1]}}$, $\mathbf{a}^{[L-1]} \in \mathbb{R}^{D^{[L-1]}}$ and $\mathbf{b}^{[L]} \in \mathbb{R}^{D}$, where $D^{[L-1]}$ is the dimensionality of the penultimate hidden layer $L-1$. The gradients for the last two variables are relatively easy:

$$
\boldsymbol{\delta}_{\mathbf{b}[L]}=\frac{\partial J}{\partial \mathbf{b}^{[L]}}=\frac{\partial \mathbf{z}^{[L]}}{\partial \mathbf{b}^{[L]}} \frac{\partial J}{\partial \mathbf{z}^{[L]}}=\mathbf{I} \boldsymbol{\delta}_{\mathbf{z}^{[L]}}=\boldsymbol{\delta}_{\mathbf{z}^{[L]}}
$$

and

$$
\boldsymbol{\delta}_{\mathbf{a}^{[L-1]}}=\frac{\partial J}{\partial \mathbf{a}^{[L-1]}}=\frac{\partial \mathbf{z}^{[L]}}{\partial \mathbf{a}^{[L-1]}} \frac{\partial J}{\partial \mathbf{z}^{[L]}}=\mathbf{W}^{[L] \top} \boldsymbol{\delta}_{\mathbf{z}^{[L]}}
$$

which uses the identity [7]:

$$
\frac{\partial \mathbf{A} \mathbf{x}}{\partial \mathbf{x}}=\mathbf{A}^{\top}
$$

Backpropping to the variable $\mathbf{W}^{[L]}$ is a bit more involved. We want to find the term

$$
\begin{equation*}
\delta_{\mathbf{W}^{[L]}}=\frac{\partial J}{\partial \mathbf{W}^{[L]}} \in \mathbb{R}^{D \times D^{[L-1]}} \tag{18}
\end{equation*}
$$

with the dimensions according to (6). But there is no easy chain rule for the derivative of a scalar (or vector) with respect to a matrix [7]. A number of solutions are possible; I mention four. First, you can try and get an expression for the chain rule that includes matrices, but things gets difficult because the derivative of a vector with respect to a matrix is a tensor; this approach is mentioned in [11]. Another approach is to flatten the matrix $\mathbf{W}^{[L]}$ into a single vector, and then just use the vector chain rule in (7). This is the approach followed in [6], and is a pretty good option. The third approach is to wing it and just use the matrix dimensionalities to figure out (more-or-less) what to do.


Figure 4: The graph fragment for a single linear layer.

In this case, we know that $\frac{\partial J}{\partial \mathbf{W}^{[L]}}$ will consist of a term times $\boldsymbol{\delta}_{\mathbf{z}^{[L]}}=\frac{\partial J}{\partial \mathbf{z}^{[L]}}$. The missing term would probably be something looking like $\mathbf{a}^{[L-1]}$, and from the dimensionalities we can figure out the correct orientation (i.e. whether we need to transpose anything). This is the approach used at the end of [1].

I follow the fourth option, which is to just write out the individual matrix elements, and then subsequently vectorize the expressions again. Just for now, I drop the $L$ and $L-1$ superscripts and use subscripts to denote element indices. Without the vector and matrix superscripts, we are currently considering $\mathbf{z}=\mathbf{W} \mathbf{a}+\mathbf{b}$, as illustrated in Figure 4.

Each element of $\mathbf{z}$ is given by:

$$
\begin{equation*}
z_{i}=b_{i}+\sum_{j=1}^{D_{L-1}} W_{i, j} a_{j} \tag{19}
\end{equation*}
$$

which means we can write

$$
\frac{\partial J}{\partial W_{i, j}}=\frac{\partial J}{\partial z_{i}} \frac{\partial z_{i}}{\partial W_{i, j}}=\left[\boldsymbol{\delta}_{\mathbf{z}}\right]_{i} a_{j}
$$

According to the definition in (6), this can be written in vectorized form as

$$
\begin{equation*}
\frac{\partial J}{\partial \mathbf{W}}=\boldsymbol{\delta}_{\mathbf{z}} \mathbf{a}^{\top} \tag{20}
\end{equation*}
$$

Adding back in the appropriate vector and matrix superscripts, we have

$$
\boldsymbol{\delta}_{\mathbf{W}^{[L]}}=\frac{\partial J}{\partial \mathbf{W}^{[L]}}=\boldsymbol{\delta}_{\mathbf{z}^{[L]}} \mathbf{a}^{[L-1] \top}
$$

and since $\boldsymbol{\delta}_{\mathbf{z}} \mathbf{z}^{[L]} \in \mathbb{R}^{D}$ and $\mathbf{a} \in \mathbb{R}^{D-1}$, we get the right dimensionality $\boldsymbol{\delta}_{\mathbf{W}}{ }^{[L]} \in \mathbb{R}^{D \times D^{[L-1]}}$.
We therefore have the following equations for an arbitrary layer $l$ :

$$
\begin{align*}
\boldsymbol{\delta}_{\mathbf{z}^{[l]}} & =\boldsymbol{\delta}_{\mathbf{a}}[l] \tag{21}
\end{align*} g^{\prime}\left(\mathbf{z}^{[l]}\right)
$$

These match up exactly with the equations given in [12]. In more traditional explanations such as $[9]$ and $[10, \S 16.5 .4]$, equations (21) and (24) are typically combined into one:

$$
\boldsymbol{\delta}_{\mathbf{z}^{l l]}}=\left(\mathbf{W}^{[l+1] \top} \boldsymbol{\delta}_{\mathbf{z}^{[l+1]}}\right) \odot g^{\prime}\left(\mathbf{z}^{[l]}\right)
$$

This has the benefit of making the recursive nature of the backpropagation algorithm clear since $\boldsymbol{\delta}_{\mathbf{z}}{ }^{[l]}$ is calculated using $\boldsymbol{\delta}_{\mathbf{z}^{[l+1]}}$. In these explanations, the $\boldsymbol{\delta}$ 's are sometimes
referred to as "error terms" or "error signals", since you could see them as indication of how much a particular layer (or unit) is "responsible for any errors in the output" [9].

The issue is that many of these traditional explanations can become quite rigid. It is then difficult to see how flexible backpropagation is in that it can be applied to much more complicated architectures than the simple feedforward neural network of Figure 3. For example, this network does not contain any forks (in contrast to the example of Section 3), and seeing how weight sharing would be implemented is a bit hard.

## 5. Going even more general

### 5.1. Operations with matrices as inputs and outputs

At the end of Section 4.2 we saw that to get an expression for the accumulator $\boldsymbol{\delta}_{\mathbf{W}}$ in an operation with a matrix as input and a vector as output (Figure 4) can be a bit tricky. Fortunately once we have the expression, we can re-use it. So let's looks at an even more difficult (and more general) case when we have a matrix as both input and output of an operation. If we can solve this, then we have the building blocks for backpropogation through most neural network structures. This section is based roughly on [13].


Figure 5: A graph fragment for a multiplication operation between two matrices.
We will consider the graph fragment in Figure 5 and derive expressions for the error signals $\boldsymbol{\delta}_{\mathbf{B}}$ and $\boldsymbol{\delta}_{\mathbf{A}}$. We have $\mathbf{C}=\mathbf{A} \mathbf{B}^{\top}$ with $\mathbf{C} \in \mathbb{R}^{N \times D}, \mathbf{A} \in \mathbb{R}^{N \times K}$ and $\mathbf{B} \in \mathbb{R}^{D \times K}$. If we know $\boldsymbol{\delta}_{\mathbf{C}}$, how do we calculate $\boldsymbol{\delta}_{\mathbf{A}}$ and $\boldsymbol{\delta}_{\mathbf{B}}$ ? Let's get an expression for the latter.

Individual elements of $\mathbf{C}$ are given by

$$
C_{i, j}=\sum_{k=1}^{K} A_{i, k} B_{j, k}
$$

From the generalization of the chain rule (2), this means that

$$
\frac{\partial J}{\partial B_{m, p}}=\sum_{n=1}^{N} \sum_{d=1}^{D} \frac{\partial J}{\partial C_{n, d}} \frac{\partial C_{n, d}}{\partial B_{m, p}}
$$

We know $\frac{\partial J}{\partial C_{n, d}}$ since these are just the elements of $\boldsymbol{\delta}_{\mathbf{C}}$. So we need to find the second term in the product:

$$
\begin{aligned}
\frac{\partial C_{n, d}}{\partial B_{m, p}} & =\frac{\partial}{\partial B_{m, p}}\left[\sum_{k=1}^{K} A_{n, k} B_{d, k}\right] \\
& =\frac{\partial}{\partial B_{m, p}}\left[A_{n, 1} B_{d, 1}+A_{n, 2} B_{d, 2}+\ldots+A_{n, K} B_{d, K}\right] \\
& =A_{n, p} \mathbb{I}\{m=d\}
\end{aligned}
$$

where $\mathbb{I}\{\cdot\}$ is the indicator function. This means that

$$
\begin{aligned}
\frac{\partial J}{\partial B_{m, p}}= & \sum_{n=1}^{N} \sum_{d=1}^{D} \frac{\partial J}{\partial C_{n, d}} A_{n, p} \mathbb{I}\{m=d\} \\
= & \sum_{n=1}^{N}\left[\frac{\partial J}{\partial C_{n 1}} A_{n, p} \mathbb{I}\{m=1\}+\frac{\partial J}{\partial C_{n 2}} A_{n, p} \mathbb{I}\{m=2\}+\ldots\right. \\
& \left.\quad+\frac{\partial J}{\partial C_{n D}} A_{n, p} \mathbb{I}\{m=D\}\right]
\end{aligned}
$$

Only the $m^{\text {th }}$ term in the summation is non-zero, i.e.

$$
\begin{aligned}
\frac{\partial J}{\partial B_{m, p}} & =\sum_{n=1}^{N} \frac{\partial J}{\partial C_{n, m}} A_{n, p} \\
{\left[\boldsymbol{\delta}_{\mathbf{B}}\right]_{m, p} } & =\sum_{n=1}^{N}\left[\boldsymbol{\delta}_{\mathbf{C}}\right]_{n, m} A_{n, p}
\end{aligned}
$$

These are the individual elements of $\boldsymbol{\delta}_{\mathbf{C}}^{\top} \mathbf{A}$ :

$$
\left[\boldsymbol{\delta}_{\mathbf{C}}^{\top} \mathbf{A}\right]_{m, p}=\sum_{k=1}^{N}\left[\boldsymbol{\delta}_{\mathbf{C}}\right]_{k, m} A_{k, p}
$$

This means that

$$
\begin{equation*}
\delta_{\mathbf{B}}=\delta_{\mathrm{C}}^{\top} \mathbf{A} \tag{25}
\end{equation*}
$$

and in a similar way you can show that

$$
\begin{equation*}
\delta_{\mathbf{A}}=\delta_{\mathbf{C}} \mathbf{B} \tag{26}
\end{equation*}
$$

### 5.2. Tensors and the most general chain rule

We could go even further and ask what happens when we have tensors as inputs and outputs. I don't want to get into that too much, but it is worth pointing out the following.

First, we actually dealt with tensors implicitly in Section 5.1. That is because we implicitly worked out

$$
\frac{\partial \mathbf{C}}{\partial \mathbf{B}}
$$

which, in the most general case, is a tensor containing all the partial derivatives $[14, \S 5.4]$.
Second, without explicitly defining tensor operations (or even their shapes), I will just give the most general case of the chain rule $[15, \S 4.7]$ :

$$
\begin{equation*}
\frac{\partial \mathrm{G}(\mathrm{U})}{\partial \mathrm{X}}=\operatorname{prod}\left(\frac{\partial \mathrm{U}}{\partial \mathrm{X}}, \frac{\partial \mathrm{G}(\mathrm{U})}{\partial \mathrm{U}}\right) \tag{27}
\end{equation*}
$$

This is in direct analogy to (7), except that here all the variables are tensors. The prod operator captures all the necessary details: transpositions, swapping input positions and anything else that is needed to deal with tensors. So this operator hides a lot of the notational overhead.

Note that (7) is a special case of (27). Also note how (20), (25) and (26) all implicitly use (27).
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[^0]:    ${ }^{1}$ In the denominator layout, the shape of the derivatives matches that of the argument, e.g. the shape of $\frac{\partial f(\mathbf{X})}{\partial \mathbf{X}}$ is the shape as that of $\mathbf{X}$. This makes it convenient when writing out the expression for gradient descent, e.g. $\mathbf{W} \leftarrow \mathbf{W}-\eta \frac{\partial J}{\partial \mathbf{W}}$. If we used denominator layout, then $\frac{\partial J}{\partial \mathbf{W}}$ would be the Jacobian and you would have to take the transpose in the gradient descent equation.

